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ABSTRACT
Crowdsourcing and active learning have been combined in the past with the goal of reducing annota-
tion costs. However, two issues arise with using AL and crowdsourcing: quality of the labels and user
engagement. In this work, we propose a novel machine ↔ crowd ↔ expert loop model where the
forward connections of the loop aim to improve the quality of the labels and the backward connections
aim to increase user engagement. In addition, we propose a research agenda for evaluating the model.
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INTRODUCTION
The collection and annotation of data are essential components of machine learning that dictate its
success. However, modern machine learning models are data hungry, and it is non-trivial and costly to
collect the large datasets that have transformed fields of research, requiring thousands of annotators.
To support more varied and niche applications, we need methods for high-quality annotation that
are more efficient to reduce costs, and more engaging to motivate and retain annotators. In addition,
datasets are ideally annotated by domain experts, but this approach is costly and time consuming
due to the scarcity and high-value of experts.

One method for increasing annotation efficiency is by parallelizing annotation with crowdsourcing.
Crowdsourcing is a tool for distributing tasks through open calls [10], e.g. on paid platforms like
Amazon Mechanical Turk or citizen science platforms like Zooniverse. Snow et al. [15] showed that
crowdsourcing annotation tasks can achieve similar results as domain experts, and in the past decade,
crowdsourcing has been used for many different annotation tasks and has driven much of the recent
success in machine learning [1]. However, for tasks requiring specific domain knowledge, experts
add important value to the annotations and in consequence to model performance [5, 9]. Another
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Figure 1: Active learning loop.
method for increasing annotation efficiency is to collect fewer, more informative annotations using
active learning (AL) [14]. AL is a machine learning method where the machine itself chooses the data
from which it will learn, from an unlabeled data pool, based on different sampling strategies [14]. In
AL only a small amount of labeled data is needed to train an initial model. This model is used to make
predictions on an unlabeled data pool and select the most uncertain examples for labeling. These
examples are labeled by an “oracle” (e.g., a human annotator) and then added to the labeled data pool
for retraining the model (see Figure 1).
AL and crowdsourcing are not exclusive to each other and can be combined for greater efficiency

[1, 7], but two issues arise in both crowdsourcing and AL: annotation quality [16] and user engagement
[2]. Annotation quality is often addressed by aggregating multiple novice annotations with different
strategies [1, 7, 16]. Most recently, it was approached by Callaghan et al. [5] by incorporating experts
into the AL loop (see Figure 2). In their framework, crowdworkers are initially queried to provide a
label by majority vote, but if the percentage of agreement is below a threshold, a domain expert is
then queried to provide an overriding label that is added to the labeled data pool.
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Figure 2: Active learning with experts in
the loop.

User engagement must be addressed by studying the annotators, not just their responses, and
Amershi et al. [2] stress the importance of studying the users of interactive machine learning systems
such as AL. An important attribute of user engagement is task interactivity [11]. Cakmak et al. [4]
show that tasks are tedious for users when users are asked to provide only binary responses. In their
work, they tested various passive and active learning approaches and found participants preferred an
interactive method where the users could also query the learner, while also had comparable model



performance. Dow et al. [8] show that incorporating learning into crowdsourcing can also improve
user engagement and performance.
In this work, we propose a novel annotation model that combines domain experts, crowdsourced

novice annotators, and active learning with the goal of improving both annotation quality and
annotator engagement. Additionally, we propose a research agenda to evaluate the model. While we
present the model in the context of annotation for sound event detection, we believe the framework of
this model could be used in a variety of machine learning applications that require domain knowledge
for annotation.

PROPOSED MODEL
Our proposed annotation model combines domain expert annotators, novice crowdsourced annotators,
and active learning in a way that seeks to improve both annotation quality and annotator engagement.
Expert annotators are included to improve quality and task definition; and novice crowdsourced
annotators and active learning are included for efficiency. The model consists of three vertices:machine,
crowd, and expert ; which are connected together in a complete, directed (i.e., K3) graph and can be
decomposed into a forward loop (machine → crowd → experts) and a backward loop (machine →
expert→ crowd). The goal of the forward loop is to increase label quality and model performance,
while the goal of the backward loop is to increase user engagement through interactivity and learning,
which we hope will indirectly, also lead to better-quality labels and consequently better models.
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Figure 3: Proposed model. The blue ar-
rows represent the forward connections
and the orange arrows represent the back-
ward connections.

Forward connections
Machine→ crowd. In this connection the system queries the crowd asking for labels. These queries
can be requested using different sampling strategies (e.g., uncertainty sampling), depending on the
needs of the system. For example, the machine may ask users to identify the presence of construction
equipment in a sound recording for which the AL model is uncertain. This class might be hard to
disambiguate from other busy urban scenes where loud engines and impact sounds are also common.

Crowd → expert. The expert receives from the crowd those examples with an uncertainty above a
certain threshold, similar to [5]. It is important to note that hiring experts has a higher cost than
hiring crowdworkers, which is why we need to set up a threshold that is not only cost efficient but
also effective in capturing uncertainties so they can be resolved and added to the model. Continuing
with the previous example, if agreement between users on the presence of construction equipment in
a recording is lower than a set threshold, this recording will be passed to the expert for labeling.

Expert→ machine. When experts receive the queries from the crowd, they verify the examples and
label them accordingly. Continuing with the example, the expert would listen to the recording to
search for a construction equipment and assign the label that will be used as ground truth for training.



Backward connections
Crowd → machine. In the crowd-machine connection, the crowd queries the system. Studies have
shown this to be helpful in user engagement [4], but it is not common practice in AL. For example, a
user could have access to a pool of pieces (e.g., sound recordings of urban sounds and construction
sounds) that they can construct into an example whose label (e.g., “construction equipment present”)
is predicted by the machine—probing the limits of the machine’s understanding. The user-labeled
examples would be added to a separate pool of synthesized data for training the machine.

Expert→ crowd. This connection is one of the key components in our proposal, as it is novel in AL. Pan,
Larson and Law [12] and Dow et al. [8] demonstrated that users learn from receiving feedback and
[8] also proved that it motivates users and improves their production. We propose that once experts
are required, they also provide feedback to novices. Besides improving motivation and engagement,
we aim to reduce costs as well, since having more knowledgeable workers will decrease the amount of
times the expert is needed. To continue with our example, when experts identify the presence/absence
of construction equipment in the recordings, users receive feedback on their performance and can
revisit the recordings to understand and learn from their mistakes.

Machine → expert. In the last part of the loop, the experts receive from the machine sets of exam-
ples that are clustered together using semi-supervised learning. Experts analyze these examples
and determine if those examples correspond together or not. This also allows for the possibility of
creating new sets of labels that might correspond better to what is present in the examples. Although
studies have previously worked on generating new taxonomies [3, 6], it is not common practice in
crowdsourcing, and its incorporation in AL is novel. In the construction equipment example, it could
be that the machine identifies two or three different clusters within construction equipment and
suggests that these should be separated. Experts may listen to these examples and determine that the
category should be divided into jackhammers, hoe rams and pile drivers, generating more specific
sound categories.

Challenges
Experts’ time is costly and scarce. Therefore, we need to set a threshold that minimizes queries to
experts without sacrificing performance—a balance between cost/efficiency and quality. Another
challenge is the synchrony of tasks and feedback. Schaekermann et al. [13] found that synchronous
communication between users is problematic because it requires users to log in at the same time and
in multiple stages, which requires workers to be motivated and incentivized to come back to continue
with the task. In our case, synchronous feedback from experts to crowdworkers would require experts
to be available to provide feedback as users submit their responses. Although this is not ideal, since



experts are often not easily available, it would not require users to come back to perform the next set
of annotations. On the other hand, if expert feedback is provided asynchronously, users would have
to log back in to find their feedback and continue with the task, which would require good motivation
and incentivization.

FUTUREWORK
(1) The machine will query the crowd based

on the AL least confident sampling strat-
egy, presenting the users batches of 10
recordings at a time.

(2) The crowd will make annotations on
the recordings and these are aggregated
to determine the certainty probability.
Based on a fixed threshold, some record-
ings will be considered as having high
certainty and those will be feedback to
the machine, and those with low cer-
tainty are passed to the experts for fur-
ther annotation.

(3) Ground truth annotations, from the syn-
thesized dataset, will be used as experts
to submit annotations to the machine
when needed.

Sidebar 1: Forward loop

The research agenda will consist of three separate initial experiments for integrating the backward
connections with the forward loop (machine → crowd → expert) in the context of audio annotation
for sound event detection. In the cases where it is possible, we will use synthetic data with ground
truth annotations to provide the correct feedback and be able to evaluate the quality of the model
and annotations. See Sidebar 1 for a description of the forward loop.

Integration of expert → crowd. When experts are required, the ground truth annotations will be
used instead of experts to give feedback to the crowd. We will test two different participant-specific
feedback scenarios: (1) where feedback is reported synchronously as responses from the crowd come
in, (2) where feedback is reported after a waiting period. We will also experiment with feedback that
is not participant-specific but general to all annotators.

Integration of crowd → machine. In this part of the experiment, crowdworkers have the option to
decide to query the machine with synthesized examples. The participants will have access to a pool
of sounds that they can mix together. After they have a complete example, they ask the machine to
make a prediction. If the example is correct, then the participant has the option of building a new
example or continuing with labeling.

Integration of machine → expert. When testing the integration of the machine → expert portion,
we will not use synthesized data as ground truth, since creating a new taxonomy requires a human
to listen to the examples and create the new labels. After the expert has done the first iteration of
labeling the examples from the crowd, they can decide to query the machine for clusters. Once the
machine has grouped the recordings into these clusters, the expert listens to the examples and decide
if there are new categories of sound that can be added to the existing taxonomy.

Our goal is to show how this new framework affects performance, by measuring annotation quality,
and user engagement, by applying surveys and looking at the number of tasks completed and the
number of annotation sessions performed. Once each of these components has been experimented
with and refined, we will experiment with the whole model. By doing an ablation study, we will turn
off feedback connections to understand how each of them affects performance in the whole model.
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