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» Tags: 23 fine-level and 8 coarse-level tags developed in consultation Cui MelSpec CNN 0.67 0.52 0.81
with the New York Department of Environmental Protection. If an Tompkins MelSpec scaling, pre-trained CNN  0.67 0.55 0.79
annotator has uncertainty at the fine-level, they may provide just a shifting, model
coarse-level tag. noi>€
. o Bai MFCC, CNN 0.65 0.71 0.78
» Additional metadata: Sensor ID, Annotator ID, Proximity (near, far, not MelSpec,
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Because SONYC-UST has incomplete ground truth at the fine taxonomical cui [
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» Primary metric: Micro-AUPRC orge IR
» Secondary metrics: Micro-F1@0.5, Macro-AUPRC 0.4 05 06 07 08
Micro-AUPRC

Baseline System

» Model: Multilabel logistic regression
» Input: 10-frames of 128-d VGGish features

» Target: Annotations aggregated with minority vote

Discussion

» Systems under-utilized additional metadata

» Best system was surprisingly pre-trained with ImageNet weights

» Temporal aggregation: Trained at the frame level and averaged output
tag probabilities as clip-level tag probabilities

SONYC-UST label distribution
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